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Rough set theory is an efficient tool for dealing with inexact and uncertain information. Numerous studies have 

focused on rough set theory and associated methodologies, and in recent decades, various models and algorithms 

have been proposed. To clarify the application of information fusion in rough set theory, this paper presents an 

overview of existing information fusion approaches and methods for multi-source, multi-modality, multi-scale, 

and multi-view information systems from the perspective of objects, attributes, rough approximations, attribute 

reduction, and decision making. We provide a survey of recent applications of these theories and methods in 

various fields, and identify some potential challenges that require further research. 
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. Introduction 

First proposed by Pawlak in 1982, rough set theory has become an ef-

cient tool for dealing with inexact and uncertain information [80–83] .

n recent decades, it has attracted the attention of numerous researchers

rom across the world. Rough set theory is a powerful methodology in

he field of artificial intelligence, where it is applied as a component

f hybrid solutions in data mining and machine learning. In terms of

ata analysis, the main advantage of rough set theory is that it does

ot require any prior or additional information about the data, such

s the probability distributions, basic probability assignments, member-

hip grades, or possibility values [5,82] . 

From a practical point of view, it is necessary to define the basic

oncepts of rough set theory to represent data. Thus, an information

ystem, as the basic representation of information in rough set theory,

as defined by Pawlak [80] as a data table containing rows labeled

y objects of interest, columns labeled by attributes, and table entries

orresponding to attribute values. The set of all objects is called the uni-

erse of discourse. A binary relation on the universe of discourse, known

s an indiscernibility relation, can be derived from certain subsets of

he set of all attributes in an information system. This relation can be

mployed to define the basic and most important concepts of a rough

et model: the lower and upper approximations. Based on these two

ough approximations, essential issues such as the uncertainty measure

52,53] , attribute reduction [82,157] , and decision making (rule induc-

ion) [11,12,14,82] have been introduced and subsequently developed

o implement knowledge acquisition. 

However, with the development of information technology and the

dvent of the Big Data era, data have an increasingly complex form and
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n ever-larger scale. Naturally, this makes it desirable to develop more

ffective methods of knowledge representation. Researchers have thus

roposed several new information systems to handle multi-source [58] ,

ulti-scale [120] , and multi-modality [27] , and multi-view data, and

ave used rough set theory to represent complex and large-scale data.

owever, for the challenges introduced by these complex information

ystems, classical rough sets may no longer be useful or valid. To solve

odern problems, information fusion, which originated in the process-

ng of sonar signal systems by the United States in 1973 and is popular in

ilitary applications [133] , was introduced and combined with rough

et theory. A number of information fusion models and algorithms have

een developed to deal with these complex information systems [108] .

ccording to the work flow of data processing based on rough set (See

ig. 1 ), they can be classified into the following five categories: 

1) Information fusion from the perspective of objects. Objects are ba-

sic elements in an information system. The fusion of objects from

different component information systems in a complex information

system can change the complex one into a single one. Consequently,

complex information can be directly analyzed or processed by exist-

ing models and algorithms from the rough set theory. 

2) Information fusion from the perspective of attributes. Each attribute

subset (or attribute) determines a binary relation in an information

system or a complex information system. If we extract a family of

binary relations from a component information system of a complex

information system, then certain methods can be employed to com-

bine the family of binary relations into a single relation. Thus, the

rough set problem for a complex information system is transformed

into the one in a Pawlak approximation space. 
st 2018 
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Fig. 1. The roadmap of the survey on information fusion in rough set theory. 

Table 1 

The types of information systems have being touched for different perspectives of information fusion 

in rough set theory. 

No. Type of information fusion Information systems which has been investigated 

1 From the perspective of objects Multi-source, Multi-scale 

2 From the perspective of attributes Multi-modality 

3 From the perspective of rough approximations Multi-source, Multi-scale 

4 From the perspective of attribute reduction Large-scale, Multi-view 

5 From the perspective of decision making Multi-source 
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3) Information fusion from the perspective of rough approximations.

Rough approximations for a target concept are the most important

steps in the process of data analyzing based on the rough set the-

ory. The lower and upper approximations of a target concept are

computed for each component information system from a complex

information system. These rough approximations are then combined

into a single lower approximation and a single upper approximation

of the target concept, based on which the classical methods of im-

plementing attribute reduction and extracting decision rules can be

used for the complex information system. 

4) Information fusion from the perspective of attribute reduction. At-

tribute reduction is a necessary pre-processing step in knowledge dis-

covery based on the rough set theory. The different reduces obtained

from the component information system of a complex information

system, by using the rough set model with different parameters or

by the discernibility matrix, can be fused to enhance the efficiency

and improve the performance of learners. 

5) Information fusion from the perspective of decision making. Decision

making is an important application field of data analysis based on the

rough set theory. By merging the decision rules induced from mul-

tiple decision information systems and fusing decision results from

different decision makers, the performance or stability of decision

making could be improved effectively. 

These five categories are developed based on the work flow of data

rocessing using rough set, all of which are the necessary aspects of

ough set based data processing. They have been successfully used to

nalyze complex information systems (see Table 1 ). 

In this paper, we provide a comprehensive review of recent and cur-

ent research on information fusion using rough set theory, and trace

he original concepts behind the development of analysis methods for

omplex information systems using rough set models and algorithms.
108 
he remainder of this paper is organized as follows. Section 2 reviews

ome preliminary details of rough sets and a variety of information sys-

ems. In Section 3 , information fusion is reviewed from the perspective

f objects. Section 4 presents a survey of information fusion from the

erspective of attributes. In Section 5 , as the richest branch of infor-

ation fusion using rough set theory, fusion from the perspective of

ough approximations is comprehensively analyzed. Section 6 reviews

nformation fusion in view of attribute reducts. Section 7 reviews the

xisting studies of information fusion from the perspective of decision

aking. Section 8 concludes the paper with some final remarks. 

. Rough set basis and information systems 

.1. Rough set and classical information system 

In rough set theory, a basic knowledge representation method (or

nformation system; to distinguish it from other complex information

ystems, it is also called a classical information system) is the 4-tuple

𝑆 = ( 𝑈, 𝐴, 𝑉 , 𝑓 ) (for short 𝑆 = ( 𝑈, 𝐴 ) ), where U is a non-empty and

nite set of objects called a universe, A is a non-empty and finite set of

ttributes, V a is the domain of attribute a , 𝑉 = 

⋃
𝑎 ∈𝐴 𝑉 𝑎 , and 𝑓 ∶ 𝑈 × 𝐴 =

 is a function, f ( x, a ) ∈V a ( a ∈A ). 

For a given information system 𝑆 = ( 𝑈, 𝐴, 𝑉 , 𝑓 ) , each attribute sub-

et B ⊆A determines a binary indiscernibility relation R B = {( 𝑥, 𝑦 ) ∈
 × 𝑈 ∣ 𝑓 ( 𝑥, 𝑎 ) = 𝑓 ( 𝑦, 𝑎 ) , ∀𝑎 ∈ 𝐵} , where f ( x, a ) and f ( y, a ) are the val-

es of x and y with respect to the attribute a , respectively, and 𝑓 ( 𝑥, 𝐵) =
𝑎 ∈𝐵 { 𝑓 ( 𝑥, 𝑎 )} . The relation R B partitions U into some equivalence classes

iven by U / R B = {[ x ] B ∣x ∈U }, where [ x ] B is the equivalence class deter-

ined by x with respect to B , i.e., [ 𝑥 ] 𝐵 = { 𝑦 ∈ 𝑈 ∣ ( 𝑥, 𝑦 ) ∈ 𝑅 𝐵 } . Further-

ore, ( 𝐵 ( 𝑌 ) , 𝐵 ( 𝑌 )) is called a rough set of Y with respect to B for any

 ⊆U , where 𝐵 ( 𝑌 ) = { 𝑥 ∣ [ 𝑥 ] 𝐵 ⊆ 𝑌 } and 𝐵 ( 𝑌 ) = { 𝑥 ∣ [ 𝑥 ] 𝐵 ∩ 𝑌 ≠ ∅} are the

ower and upper approximations of Y with respect to B , respectively. 



W. Wei, J. Liang Information Fusion 48 (2019) 107–118 

 

t  

s  

t  

B  

t  

𝐵  

p

 

v  

f  

d  

o  

w  

a  

l

2

 

s  

o  

s  

{

 

i

 

a

 

w  

i  

i  

d

2

 

a  

m  

t  

𝑀  

𝑀  

s  

b

2

 

g  

i  

f  

i  

𝐴  

a  

a

 

u  

(  

t  

1  

t  

a

 

s  

1
 

o  

t  

s  

i

3

 

i  

i  

i  

i  

a  

a  

f  

m  

f

3

 

f  

f  

s  

(  

(  

s  

t  

f  

𝐼  

m  

c  

p  

w  

f  

m  

s  

s  

f  

i  

o

 

a  

s  

t  

c  

f  

a  

t  

s  

c  

t  

p  

m  

i  

e  

t  

a  

t  

m  

t  

a

To describe a classification problem, a decision information sys-

em 𝐷 𝑇 = ( 𝑈, 𝐶 ∪𝐷 , 𝑉 , 𝑓 ) is introduced by adding a decision attribute

et D into an information system, where C is called a condition at-

ribute set, D is called the decision attribute set, and 𝐶 ∩𝐷 = ∅. Let

 ⊆C , 𝑈∕ 𝐷 = { 𝑌 1 , 𝑌 2 , … , 𝑌 𝑛 } , and the lower and upper approximations of

he decision attribute set D be defined as 𝐵 𝐷 = { 𝐵 𝑌 1 , 𝐵 𝑌 2 , … , 𝐵 𝑌 𝑛 } and

 𝐷 = { 𝐵 𝑌 1 , 𝐵 𝑌 2 , … , 𝐵 𝑌 𝑛 } . Let 𝑃 𝑂𝑆 𝐵 ( 𝐷) = 

⋃𝑛 
𝑖 =1 𝐵 𝑌 𝑖 , which is called the

ositive region of D with respect to B . 

In real-world applications, data are often represented by multiple

iews, as they are usually collected from diverse sources or different

eature extractors. These different types of attributes may characterize

ifferent specific information [156] . If an information system consists

f different types of attributes, one can call it an information system

ith multiple views, or a multi-view information system for short. In

ddition, when the number of objects in an information system is very

arge, it is called a large-scale information system. 

.2. Multi-source information system 

To describe information from different sources in the uniform repre-

entation of the information systems, Lin et al. [59] employed a group

f component information systems with the same domain to repre-

ent a multi-source information system. This was defined as 𝑀 𝐼 𝑆 =
 𝐼 𝑆 𝑖 |𝐼 𝑆 𝑖 = ( 𝑈, 𝐶 𝑖 , {( 𝑉 𝑎 ) 𝑎 ∈𝐴𝑇 𝑖 

, 𝑓 𝑖 })} , where 

(1) U is a finite non-empty set of objects; 

(2) C i is a finite non-empty set of the attributes of each component

nformation system; 

(3) { V a } is the value of the attribute a ∈C i ; and 

(4) 𝑓 𝑖 ∶ 𝑈 × 𝐶 𝑖 → {( 𝑉 𝑎 ) 𝑎 ∈𝐶 𝑖 
} such that, for all x ∈U and a ∈C i , f i ( x,

 ) ∈V a . 

In particular, in [59] , a multi-source decision information system

as written as 𝑀 𝐼 𝑆 = { 𝐼 𝑆 𝑖 |𝐼 𝑆 𝑖 = ( 𝑈, 𝐶 𝑖 , {( 𝑉 𝑎 ) 𝑎 ∈𝐶 𝑖 
, 𝑓 𝑖 }) , 𝐷, 𝑔 𝑑 } , where D

s a finite non-empty set of decision attributes, g d : U →V d for any d ∈D

s a finite non-empty set of decision attributes, and g d : U →V d for any

 ∈D , with V d being the domain of a decision attribute d . 

.3. Multi-modality information systems 

In some complex pattern recognition tasks, objects may be char-

cterized in terms of multi-modality attributes, i.e., categorical, nu-

erical, text, image, audio. To represent data with multi-modality at-

ributes, Hu et al. [27] defined a multi-modality information system

 𝑀 𝐼 𝑆 = ( 𝑈, 𝑀 𝐶) in which U is a finite non-empty set of objects and

𝐶 = { 𝑀 1 , 𝑀 2 , … , 𝑀 𝑃 } is a multi-modal condition attribute set; the

ets of different modality attributes M i ∈MC may contain different num-

ers of attributes. 

.4. Multi-scale information systems 

To express the hierarchical structure of data measured at different

ranularities, Wu and Leung [120] introduced the notion of a multi-scale

nformation system in terms of granular computation. A multi-scale in-

ormation system is a tuple 𝑀 𝑆𝐼 𝑆 = ( 𝑈, 𝐶) , where 𝑈 = { 𝑥 1 , 𝑥 2 , … , 𝑥 𝑛 }
s a non-empty, finite set of objects called the universe of discourse,

𝑇 = { 𝑎 𝑙 , 𝑎 2 , … , 𝑎 𝑡 } is a non-empty, finite set of attributes, and each

 j ∈C is a multi-scale attribute; i.e., for the same object in U , attribute

 j can take different values at different scales [120–122] . 

In [121] , Wu et al. assumed that all attributes have I levels of gran-

larity. Thus, a multi-scale information system can be represented as

 𝑈, { 𝑎 𝑘 
𝑗 
∶ 𝑘 = 1 , 2 , … , 𝐼, 𝑗 = 1 , 2 , … , 𝑡 }) , where 𝑎 𝑘 

𝑗 
∶ 𝑈 → 𝑉 𝑘 

𝑗 
is a surjec-

ive function and 𝑉 𝑘 
𝑗 

is the domain of the k th-scale attribute 𝑎 𝑘 
𝑗 
. For

 ≤ 𝑘 ≤ 𝐼 − 1 , there exists a surjective function 𝑔 𝑘,𝑘 +1 
𝑗 

∶ 𝑉 𝑘 
𝑗 
→ 𝑉 𝑘 +1 

𝑗 
such

hat 𝑎 𝑘 +1 
𝑗 

= 𝑔 𝑘,𝑘 +1 
𝑗 

◦𝑎 𝑘 
𝑗 
, i.e., 𝑎 𝑘 +1 

𝑗 
( 𝑥 ) = 𝑔 𝑘,𝑘 +1 

𝑖 
( 𝑎 𝑘 

𝑗 
( 𝑥 )) , where 𝑔 𝑘,𝑘 +1 

𝑗 
is called

 granular information transformation function [120] . 
109 
Moreover, ( 𝑈, { 𝑎 𝑘 
𝑗 
|𝑘 = 1 , 2 , … , 𝑚 } ∪ { 𝑑}) is called a multi-scale deci-

ion information system [11,12,14] , where 𝑑 ∉ { 𝑎 𝑘 
𝑗 
∣ 𝑘 = 1 , 2 , … , 𝐼, 𝑗 =

 , 2 , … , 𝑚 } and d : { U →V d } is a special attribute called the decision. 

To represent the hierarchical structure of ordered data, a multi-scale

rdered information system and a multi-scale ordered decision informa-

ion system have been defined [122] . Multi-scale interval information

ystems [15] have also been introduced to express data using interval

nformation. 

. Information fusion from the perspective of objects 

Information fusion from the perspective of objects is an important

nformation fusion approach using the rough set theory. The basic idea

s to extract some useful information from some qualified component

nformation systems of a complex information system and integrate this

nformation to construct a classical information system. In what follows,

ll existing models and algorithms on the rough set theory can be lever-

ged to acquire knowledge from a complex information system. Thus

ar, the existing work using such an information fusion approach have

ostly focused on multi-source information systems and multi-scale in-

ormation systems. Some representative related work will be reviewed. 

.1. Fusion of objects in multi-source information systems 

In [133] , Xu et al. proposed an approach for selecting significant in-

ormation sources from a multi-source information system, thus trans-

orming a multi-source information system into a classical information

ystem. In this method, two metrics for evaluating information sources

the internal-confidence degree ( IC ( IS i )) and external-confidence degree

 EC ( IS i ))) were introduced to assess the quality of each information

ource, where IS i indicates i th source in a multi-source information sys-

em. To describe the quality of a source more completely, a total score

or each information source IS i ∈MIS was defined as: 𝑇 𝑜𝑡𝑎𝑙𝑆𝑐𝑜𝑟𝑒 ( 𝐼𝑆 𝑖 ) =
 𝐶( 𝐼 𝑆 𝑖 ) + 𝐸𝐶( 𝐼𝑆 𝑖 ) . By selecting information sources in terms of the

etrics proposed above, the more reliable sources (information systems)

an be extracted from a multi-source information system. After com-

leting the information source selection procedure, the selected sources

ere used to construct fuzzy information granules for each object. The

uzzy information granule of each object replaces its description in the

ulti-source information system. In fact, by using the method, the de-

cription of an object from all sources of a multi-source information

ystem was integrated into the description of an object in a classical in-

ormation system. In other words, the multi-source information system

s transformed into a classical information system from the perspective

f objects. 

To implement information fusion from the perspective of objects for

 fuzzy multi-source information system with the same structure (the

ame universe of discourse and attribute set), Yu et al. [152] proposed

wo approaches. The first was designed in terms of an operator f that

haracterizes the degree of consistency between the two component in-

ormation systems. Using f , the information possessed by each object in

ll sources of a multi-source information system can be fused to generate

he fuzzy description of the corresponding source in a single information

ystem. The second approach was designed based on g , an operator that

omputes the point with the minimum Euclidean distance to objects in

he same row of each source of a multi-source information system. This

oint can be used to represent all objects in that row for each source in a

ulti-source information system, thus converting the data to a classical

nformation system. In addition, as real-life information sources often

xhibit incomplete fuzzy phenomena, Xu et al. [134] also investigated

he fusion of multiple fuzzy incomplete information sources. They lever-

ged the conditional information entropy [3] to assess the attributes at

he same position of different sources, and the attribute with the mini-

um entropy was selected to describe all objects in a classical informa-

ion system that consists of objects and their description on the selected

ttributes. 
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In all the methods mentioned above, the description of each object

n every component information system of a multi-source information

s fused to generate a unified description of the object. Then, we can

btain classical information, which consists of these objects with the

ew description. Based on the classical information system, all existing

odels and algorithms on the rough set theory can be used to acquire

nowledge from a complex information system. Note that the methods

an also be used to deal with multi-view information systems. 

.2. Fusion of objects in multi-scale information systems 

A multi-scale information system is an attribute-value system in

hich each object under each attribute is represented by different scales

t different levels of granulation, with a granular information transfor-

ation from finer to coarser labeled values. Because of its complexity, it

s not easy to acquire knowledge from this kind of information system. 

To solve this problem, Wu et al. [121] proposed an optimal scale

election method to select the best description for each object. In their

ethod, multi-scale decision information systems are divided into con-

istent and inconsistent types. For a consistent decision information sys-

em with l levels, k (1 ≤ k ≤ l ) is considered to be the optimal scale if and

nly if k is the maximal number for which the corresponding level ( S k )

s a consistent decision information system. It is easy to determine that

he optimal scale is precisely the best scale for decision making in the

ulti-scale decision information system. For an inconsistent decision

nformation system with l levels, the optimal scales are defined using

he lower approximation, upper approximation, distribution, maximum

istribution, belief distribution, plausibility distribution, and general-

zed decision. By selecting the optimal scale of a multi-scale decision

nformation system, the multi-scale decision information system is trans-

ormed into a classical decision information system. After the fusion pro-

ess, the existing models and algorithms from rough set theory can be

mployed to deal with the multi-scale decision information system. Fur-

hermore, for incomplete multi-scale decision information systems, Wu

t al. [123] also investigated the issue on selection of scale. In addition,

y utilizing sequential three-way decisions [147,148] , Hao et al. [21] in-

estigated the optimal scale selection problem for a dynamic multi-scale

ecision information system in which the number of objects increases

ver time. 

Unfortunately, the approaches described above can only be used to

nalyze multi-scale decision information systems in which each attribute

s granulated across the same number of levels, which presents a restric-

ion in certain applications. To solve this problem, Li et al. [42] intro-

uced a multi-scale decision information system for diverse attributes

ith different levels of scales, and proposed a complement model and

attice model to select the optimal scale for the type of information sys-

em. Although the lattice model can successfully determine the optimal

cale from all combinations, it is very time-consuming. Thus, a stepwise

ptimal scale selection method was designed to efficiently obtain one

ptimal scale combination [43] . However, in the literature, the optimal

cale is defined with respect to all objects in the universe; that is, all ob-

ects have a common optimal scale. This kind of optimal scale may affect

he qualities of the decision rules. Consequently, She et al. [100] intro-

uced an approach in which the optimal scale is defined with respect to

 single object. That approach instinctively creates a classical informa-

ion system consisting of all objects with different optimal scales. 

In all, for a multi-scale information system, by using its optimal scale

o represent it, we can implement knowledge discovery and rule extrac-

ion from a multi-scale information system by analyzing the optimal

cale information system. Essentially, the optimal description of an ob-

ect from its description in a multi-scale information system is selected

o describe the object. Consequently, optimal scale selection methods

an be regarded as information fusion from the perspective of objects. 
110 
. Information fusion from the perspective of attributes 

In the rough set theory, by employing different methods to extract

nformation from different attributes, one can transform the attributes

nto a set of binary relations (such as equivalence relation [80,82,83] ,

uzzy relation [25,75,118,151] , neighborhood relation [24,60] , domi-

ance relation [16,18,20] and so on), respectively. For a complex infor-

ation system that implicitly or explicitly possesses a family of binary

elations, such methods can extract a family of binary relations from it.

ased on the binary relation, it is easy to combine them into a binary

elation by which the existing rough set models and approaches can be

sed to analyze the complex information systems. In this section, the

ethods for fusing a number of attributes into a binary relation will be

ystemically reviewed. 

.1. Fusion of equivalence relations derived from attributes 

In [150] , Yao and She proposed two approaches for fusing many

quivalence relations by combining them in terms of set intersections

nd unions. Let ( 𝑈, 𝔼 ) be a multi-granulation space, where 𝔼 is a family

f equivalence relations. Given a subset of equivalence relations ℙ ⊆ 𝔼 ,
ne way to construct rough sets in ( U, P ) is to construct an equivalence

elation by combining equivalence relations in ℙ . Based on this idea, two

ethods of combining a family of equivalence relations were developed:

he intersection of relations and the transitive closure of the union of

elations. These can be described as follows. 

Set intersection was employed to combine equivalence relations in

 ⊆ 𝔼 into a single relation P . Note that the intersection of a family of

quivalence relations is still an equivalence relation. Thus, the multi-

ranulation space ( 𝑈, ℙ ) is transformed into a Pawlak approximation

pace ( U, P ). The rough set approximations are defined based on the

awlak approximation space. 

The union of equivalence relations was also leveraged to combine

quivalence relations. However, as the union of any two equivalence re-

ations is not necessarily an equivalence relation, the union of relations

annot be directly used to define rough approximations. Thus, Yao et al.

150] converted the union of two equivalence relations into an equiva-

ence relation by computing the transitive closure of the union. In this

ay, a family of equivalence relations in ℙ can be combined into a sin-

le equivalence relation. The corresponding rough set approximations

re naturally defined. 

Research on the approximations given by combining a set of equiv-

lence relations can be traced back to Pawlak’s pioneering work [80] in

hich a multi-granulation space ( 𝑈, 𝔼 ) was called a knowledge base,

nd this was transformed into an approximation space ( 𝑈, ∪𝔼 ) using the

et intersection. 

Although the authors did not explicitly point out that the methods

roposed in [150] are suitable for analyzing a complex information sys-

em, it is easy to determine if a family of equivalence relations that are

erived from a multi-source information system are combined into a

ingle equivalence class by the method presented in [150] . Then the

ulti-source information system can be dealt with by the existing mod-

ls and algorithms on the rough set theory. 

.2. Fusion of fuzzy similarity relations derived from attributes 

Fuzzy rough sets are powerful models for handling information sys-

ems characterized by fuzzy similarity relations [22] . By employing dif-

erent kernels to extract information from different attributes, one can

ransform multi-modal attributes into a set of fuzzy similarity relations

26,27] . If these fuzzy similarity relations can be organically merged

nto a single fuzzy relation, then it is natural to think of using fuzzy

ough sets to process a multi-modality information system. In fact, there

s an existing tool for handling multi-modality attributes in a multi-

odality information system: multi-kernel learning. This tool enables
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nformation to be extracted from certain types of attributes in terms of

articular kernel functions [97] . 

Following this idea, Hu et al. [27] utilized a match kernel [77] to

xtract equivalence relations from categorical data, and leveraged a

aussian kernel [97] , histogram intersection kernel [71] , cosine kernel

109] , and Cauchy kernel [70] to obtain fuzzy similarity relations from

umerical data, image data, text data, and audio data, respectively. They

hen combined the fuzzy similarity relations in terms of the T -norm. Four

ombinations based on fuzzy T-norm operations [27] were defined as: 

1. Min T -norm: 𝐾 𝑇 𝑚 
= min ( 𝑘 𝑖 ( 𝑥, 𝑦 ) , 𝑘 𝑗 ( 𝑥, 𝑦 )) ; 

2. Product T -norm: 𝐾 𝑇 𝑃 
( 𝑥, 𝑦 ) = 𝑘 𝑖 ( 𝑥, 𝑦 ) × 𝑘 𝑗 ( 𝑥, 𝑦 ) ; 

3. Lukasiewicz T -norm: 𝐾 𝑇 𝑖 
( 𝑥, 𝑦 ) = max ( 𝑘 𝑖 ( 𝑥, 𝑦 ) + 𝑘 𝑗 ( 𝑥, 𝑦 ) − 1 , 0) ; 

4. T cos -norm: 𝐾 𝑇 𝑐𝑜𝑠 
( 𝑥, 𝑦 ) = max ( 𝑘 𝑖 ( 𝑥, 𝑦 ) × 𝑘 𝑗 ( 𝑥, 𝑦 ) −

1 − 𝑘 𝑖 ( 𝑥, 𝑦 ) 2 
√ 

1 − 𝑘 𝑗 ( 𝑥, 𝑦 ) 2 , 0) , where k i and k j represent two fuzzy

imilarity relations computed with modalities M i and M j , respectively. 

By fusing these fuzzy similarity relations, Hu et al. further con-

tructed a multi-kernel fuzzy rough sets model and designed an efficient

ttribute reduction algorithm for a multi-modality information system.

he multi-modality information system can be dealt with by the classi-

er constructed based on the results of attribute reduction. 

Note that we can also extract a family of fuzzy relations from a fuzzy

ulti-source information system and obtain a single fuzzy information

ystem by using T-norm operations to combine the fuzzy relations. Thus,

he methods for analyzing a classical fuzzy information system can be

sed to deal with a fuzzy multi-source information system. 

. Information fusion from the perspective of rough 

pproximations 

Indisputably, rough approximation approaches are one of the two

ornerstones of rough set theory. The fusion of the rough approxima-

ions plays an important role in the analysis of complex information

ystems [45,47,48,89] . In these approaches, lower and upper approxi-

ations of a certain target concept are computed for each component of

he system, and these are fused to produce united lower and upper ap-

roximations of the target concept. To fuse the information, Qian and

iang [84,85] pioneered the concept of multi-granulation rough sets.

ollowing their work, a series of research results (see Table 2 ) have been

ublished over the past decade, and multi-granulation rough sets have

radually become a distinct field of rough set theory. In this section,

hese related studies are comprehensively surveyed in view of informa-

ion fusion. 

.1. Classic multi-granulation rough sets 

To extend Pawlak’s rough set model, Qian and Liang

84,85,89,91] proposed multi-granulation rough sets in which the

any partitions induced by different attribute sets are used to construct

ower and upper approximations of a target concept. These rough

pproximations are then combined into a single lower approximation

nd a single upper approximation using certain rules. Qian and Liang

sed two effective fusion rules, namely disjunctive and conjunctive

ombination rules. The multi-granulation rough approximations based

n disjunction are defined as follows. 

efinition 5.1. [84,89] Let 𝑆 = ( 𝑈, 𝐶) be an information system, X ⊆U ,

nd ̂𝑃 1 , ̂𝑃 2 , … , ̂𝑃 𝑚 be the m partitions induced by attributes 𝑃 1 , 𝑃 2 , … , 𝑃 𝑚 ,

espectively. The lower approximation and the upper approximation of

 with respect to 𝑃 1 , 𝑃 2 , … , 𝑃 𝑚 are defined as: 
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Note that the optimistic lower (or upper) approximation given by

efinition 5.1 is the same as the weak lower (or strong upper) approxi-

ation presented in [37–39] . 

The multi-granulation rough approximations based on conjunction

re defined as: 

efinition 5.2. [85,91] Let 𝑆 = ( 𝑈, 𝐶) be an information system, X ⊆U ,

nd ̂𝑃 1 , ̂𝑃 2 , … , ̂𝑃 𝑚 be the m partitions induced by attributes 𝑃 1 , 𝑃 2 , … , 𝑃 𝑚 ,

espectively. The lower approximation and the upper approximation of

 related to 𝑃 1 , 𝑃 2 , … , 𝑃 𝑚 are defined as: 
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Note that multi-granulation rough sets were originally proposed to

rocess an information system with multiple granular structures and an

nformation system with multiple views (a multi-view information sys-

em). These structures may be derived from multiple binary relations

e.g., equivalence relation, tolerance relation, and neighborhood rela-

ion) on the universe according to user requirements or the specific prob-

em being solved. However, although originally introduced for classical

nformation systems, the multi-granulation rough sets can also be used

o analyze multi-source information systems and multi-scale informa-

ion systems. There were some related works that have been presented

elow. 

For a multi-source information system consisting of q single-

ource information systems, if a binary relation is employed to gran-

late each single-source information system, we obtain q granular

tructures 𝐾 1 , 𝐾 2 , … , 𝐾 𝑞 . A multi-source information system can then

educe a multi-granulation approximation space, denoted as 𝐹 =
 𝑈, 𝐾 1 , 𝐾 2 , … , 𝐾 𝑞 ) . In terms of granular computing, a partition 𝑃 𝑖 can

e regarded as a granular structure, represented by K i [87] . It is natural

o construct a granular structure that corresponds to a partition using

 binary indiscernibility relation R B [86] . Thus, one can use a multi-

ranulation rough set model to combine the lower approximations and

pper approximations of all sources into one lower approximation and

ne upper approximation, respectively. The knowledge acquisition ap-

roaches for classical rough sets can then be directly employed to pro-

ess the multi-source information system. 

For a multi-scale information system, by considering each scale of a

ulti-scale information system as a single information system, Gu et al.

13] proposed optimistic and pessimistic multi-granulation rough ap-

roximations for a multi-scale information system. However, this ap-

roach can only fuse rough approximations derived from each single

cale. In other words, the approach fails to fuse information from dif-

erent scales. Consequently, the fusion of different scale of a multi-scale

nformation is still a question worthy of further discussion. 

In addition, it should be noted that the multi-granulation rough set

odel can also be used for a multi-modality information system for

nowledge discovery if one can obtain a partition of universe of dis-

ourse from each modality. 

.2. Generalized multi-granulation rough approximations 

The classical multi-granulation rough set is established from two

ualitative combination rules generated from pessimistic and optimistic

iewpoints, respectively. The two rules lack a certain practicality, be-

ause one is too restrictive and the other is too relaxed. To overcome

his disadvantage, Xu et al. [127,135] proposed a generalized multi-

ranulation rough set model. Later, Xu et al. [132] presented two gen-

ralized multi-granulation double-quantitative decision-theoretic rough

ets in terms of the relative and absolute quantitative information be-

ween the class and the concept. 
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Table 2 

Information fusion from the perspective of rough approximations. 

Types of fusion Rough approximation References 

Classical Optimistic multi-granulation approximations Qian and Liang [84,89] 

Pessimistic multi-granulation approximations Qian and Liang [85,91] 

Generalized Generalized multi-granulation rough approximations Xu [127,135] 

Generalized multi-granulation double-quantitative decision-theoretic rough approximations Xu [132] 

Crisp binary relations Multi-granulation rough approximations based on tolerance relations Qian [85,88] 

Pessimistic multi-granulation rough approximations based on tolerance relations Xu [130] 

Multi-granulation rough approximations based on tolerance, similarity, and limited tolerance relations Yang [139] 

Numerical characterization of multi-granulation rough approximations based on tolerance relations Tan [105] 

Covering Optimistic multi-granulation covering rough approximations Liu [65] 

Pessimistic multi-granulation covering rough approximations Lin [55] 

Multi-granulation covering fuzzy rough approximations Liu [66] 

Four types of multi-granulation covering rough approximations Liu [68] 

Three types of multi-granulation covering rough approximations Lin [57] 

Fuzzy Optimistic and pessimistic multi-granulation fuzzy rough approximations based on fuzzy tolerance relations Xu [128] 

Multi-granulation fuzzy rough approximations multi-granulation fuzzy rough sets based on T -similarity relations Yang [137] 

Variable precision multi-granulation fuzzy rough approximations Feng [7,8] 

Intuitionistic fuzzy multi-granulation rough approximations Huang [29] 

Multi-granulation fuzzy rough set theory over two universes Sun [104] 

Interval-valued hesitant fuzzy multi-granulation rough approximations over two universes Zhang [155] 

Multi-granulation rough approximations of a fuzzy set Xu et al. [131] 

Ordered information systems Optimistic and pessimistic multi-granulation rough set models based on dominance relation Xu [129] 

Multi-granulation fuzzy rough set approximations based on fuzzy preference relation Pan [79] 

Optimistic, pessimistic, and mean multi-granulation graded rough approximations based on dominance relations Yu [153] 

Decision-theory rough sets Optimistic, pessimistic and mean multi-granulation decision-theoretic rough approximations Qian [92] 

Optimistic and pessimistic fuzzy multi-granulation decision-theoretic rough approximations Lin [59] 

Generalized multi-granulation double-quantitative decision-theoretic rough approximations Xu [132] 

Multi-granulation decision-theoretic rough approximations based on dominance relations Li [50] 

Local multi-granulation decision-theoretic rough approximations Qian [93] 

Variable precision Optimistic variable precision multi-granulation rough sets Wei [116] 

Pessimistic variable precision multi-granulation rough sets Dou [6] and Ju [35] 

Variable precision multi-granulation fuzzy rough approximations Feng [7,8] 

Evidence theory Rough approximations of fusion by combining evidence theory with multi-granulation rough sets Lin [58] 

The belief structure of multi-granulation rough sets Tan [106] 

Numerical characterization of multi-granulation rough approximations based on tolerance relations Tan [105] 

Dynamic data Updating multi-granulation rough approximations with increasing of granular structures Yang [141] 

Updating of multi-granulation fuzzy rough approximations Ju [34] 

Updating multi-granulation rough approximations with refining or coarsening attribute values Hu [28] 

Other types Neighborhood-based multi-granulation rough approximations Lin [56] 

Cost-sensitive multi-granulation rough approximations Yang [140] and Ju [36] 

Non-dual and hybrid multi-granulation rough approximations Zhang [158] 

Five-valued semantics for multi-granulation rough approximations She [101] 
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.3. Multi-granulation rough approximations based on generalized crisp 

inary relations 

To extend the multi-granulation rough approximation to some in-

ormation systems with some generalized crisp binary relations, some

tudies have been conducted in the last decade. Qian et al. [88] pro-

osed a multi-granulation rough set model using a tolerance relation.

owever, only optimistic multi-granulation rough set models were in-

roduced in that study. To enrich Qian’s work, Xu et al. [130] introduced

 pessimistic multi-granulation rough set model based on the tolerance

elation. Furthermore, Yang et al. [139] leveraged the tolerance relation

41] , similarity relation [103] , and limited tolerance relations [113] to

onstruct optimistic and pessimistic multi-granulation rough sets. In ad-

ition, Tan et al. [105] borrowed the belief and plausibility functions

rom evidence theory [98] to characterize rough approximations and at-

ribute reductions in multi-granulation rough set theory for incomplete

nformation systems. 

.4. Multi-granulation rough approximations based on covering 

Rough sets based on covering are important extensions of rough

et models, particularly for handling more complex practical problems

149,161,162] . In terms of the combination of multi-granulation and

overing rough sets, Liu [65] introduced the concepts of optimistic

ulti-granulation covering rough sets. Around the same time, Lin et al.

55] proposed covering-based pessimistic multi-granulation rough sets.
112 
ulti-granulation covering fuzzy rough sets in a covering approxima-

ion space were also developed [66] , which allowed Liu et al. [68] to

onstruct four types of rough set models in which the target concept

as approximated by employing the maximal or minimal descriptors of

bjects in a given universe of discourse. Using the three covering ap-

roximation operators in [161,162] , Lin et al. [57] constructed three

ulti-granulation covering rough sets. 

.5. Multi-granulation rough approximations in fuzzy environment 

Dubois and Prade proposed the concepts of rough fuzzy sets

nd fuzzy rough sets. Their definitions were based on approx-

mations of fuzzy sets by crisp approximation spaces and crisp

ets by fuzzy approximation spaces, respectively [4] . Other re-

earch on fuzzy rough sets and rough fuzzy sets has been re-

orted [1,22,72,78,95,110,111,115,118,143] . Many researchers have

xtended multi-granulation rough sets to fuzzy environments in re-

ent years. Xu et al. [128] introduced optimistic and pessimistic multi-

ranulation fuzzy rough sets in a fuzzy tolerance approximation space.

imilarly, multi-granulation fuzzy rough sets based on T -similarity rela-

ions were defined by Yang et al. [137] . Following this work, Feng and

i [7] proposed two variable-precision multi-granulation fuzzy rough

pproximations, and uncertainty measures based on these two rough

pproximations have been investigated [8] . To make multi-granulation

uzzy rough set models suitable for different environments, Huang et al.

29] developed an intuitionistic fuzzy multi-granulation rough set by
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ombining multi-granulation rough sets with intuitionistic fuzzy rough

ets; Sun et al. [104] established a multi-granulation fuzzy rough set

heory over two universes, while Zhang et al. [155] proposed a new

ough set model combining interval-valued hesitant fuzzy sets with

ulti-granulation rough sets over two universes. In addition, Xu et al.

131] presented rough approximations of a fuzzy set based on mul-

iple classical equivalence relations. The relationships between multi-

ranulation and classical T -fuzzy rough sets was investigated in [49] . 

.6. Multi-granulation rough approximations for ordered information 

ystems 

Preference relations are very useful in expressing decision makers’

equirements in ordinal decision problems. Based on preference rela-

ions, Greco et al. [17–19] proposed a novel rough set model for an or-

ered information system and constructed a corresponding dominance

elation. For an ordered information system, Xu et al. [129] introduced

wo new multi-granulation rough set models in which a target con-

ept is approximated from different views using the dominant classes

nduced by multiple granulations. Moreover, Pan et al. [79] introduced

n additive consistent multi-granulation fuzzy preference relation rough

et model to solve a multi-criteria preference analysis problem. Follow-

ng the idea of grades in [67] , Yu et al. [153] constructed optimistic,

essimistic, and mean multi-granulation graded rough approximations

ased on dominance relations. 

.7. Multi-granulation decision-theoretic rough approximations 

Rough set models based on Bayesian decision theory are an impor-

ant direction in rough set theory [96,142,147,148] . To combine the

dvantages of both multi-granulation rough sets and decision-theoretic

ough sets, Qian et al. [92] developed a multi-granulation decision-

heoretic rough set; this was extended to fuzzy environments by con-

tructing a fuzzy multi-granulation decision-theoretic rough set model

59] . By considering relative and absolute quantitative information be-

ween classes and concepts, Xu et al. [132] proposed two generalized

ulti-granulation double-quantitative decision-theoretic rough sets. A

ulti-granulation decision-theoretic rough set model was extended to

rocess ordered information systems by Li et al. [50] . Recently, Qian

t al. [93] combined local rough sets with multi-granulation decision-

heoretic rough sets to construct local multi-granulation decision-

heoretic rough sets as a semi-unsupervised learning method, which is

elpful when processing data with a large number of unlabeled objects.

.8. Variable-precision multi-granulation rough approximations 

As some information systems contain uncertain information and

oisy attributes, Ziarko [154] introduced a variable-precision rough

et model. This is an important method for handling uncertain infor-

ation and eliminating noisy attributes, and reduces the likelihood of

ncorrect decisions in rough set theory. To enhance the capability of

ulti-granulation rough set models dealing with noisy data, Wei et al.

116] presented a variable-precision multi-granulation rough set ap-

roach by loosening the accuracy requirement on each granulation. Dou

t al. [6] and Ju et al. [35] also investigated variable-precision multi-

ranulation rough sets and introduced optimistic and pessimistic mod-

ls. Later, Feng et al. [7] proposed a variable-precision multi-granulation

uzzy rough set and analyzed the decision theory underlying this model.

eng et al. [8] then studied the uncertainty and reduction of variable-

recision multi-granulation fuzzy rough sets based on three-way deci-

ions. 

.9. Fusion of rough approximations based on evidence theory 

Dempster–Shafer theory [98] is an effective reasoning approach in

he presence of uncertainty. It provides a simple and effective method
113 
or combining evidence from different sources and determining the de-

ree of belief. In recent decades, Dempster–Shafer theory has become

n important method in the study of information fusion. Some pio-

eering research has combined rough set theory with evidence theory

2,117,119,126,144] . On the basis of these studies, Lin et al. [58] fur-

her investigated the relationship between Dempster–Shafer theory and

ulti-granulation rough sets [84,85,89,91] , and found that the former

nd latter can be interpreted as quantitative and qualitative representa-

ion rules, respectively. A two-stage fusion approach involving evidence

heory and multi-granulation rough sets was designed to utilize their

dvantages. However, Lin et al. did not construct a belief structure for

he multi-granulation rough sets [58] , and so their numerical character-

stics were not revealed. To solve this problem, Tan et al. [105,106] in-

estigated multi-granulation rough sets by taking belief and plausibility

unctions from evidence theory. The rough approximations and attribute

eductions of the multi-granulation rough sets were numerically char-

cterized by these functions. 

.10. Multi-granulation rough approximations on dynamic data 

A key factor in the success of rough set theory is the ability to dy-

amically update the rough approximations, because many real datasets

ary dynamically. Yang et al. [141] explored how to update multi-

ranulation rough approximations when the multi-granular structure

volves over time, i.e., when new granular structures are merged into

he original multi-granular structure. Their work was later extended to

he update of multi-granulation fuzzy rough approximations [34] . Mo-

ivated by the requirements of dynamic knowledge acquisition in infor-

ation systems, Hu et al. [28] presented the dynamic mechanisms for

pdating approximations in multi-granulation rough sets under refined

r coarsened attribute values. [33] 

.11. Other types of multi-granulation rough approximations 

Neighborhood-based rough sets have been widely investigated

24,60–62,146] , and represent a significant strand of rough set the-

ry. To extend the theory to multi-granulation environments, Li et al.

56] proposed two neighborhood multi-granulation rough sets accord-

ng to different representations of neighborhood information granules. 

In classical multi-granulation rough sets, the problem of the test cost

73,74] has not been explicitly considered. To solve this problem, a

umber of test-cost-sensitive multi-granulation rough set models were

onstructed by Yang [140] and Ju [36] , and these were demonstrated

o be a generalization of optimistic, pessimistic, and 𝛽-multi-granulation

ough sets. 

By investigating the basic algebraic operations of rough approxi-

ations pairs based on multiple approximation spaces, Zhang et al.

158] derived four constructive methods for rough approximation oper-

tors, and proposed non-dual multi-granulation rough sets and hybrid

ulti-granulation rough sets. 

Additionally, She et al. [101] investigated multi-granulation rough

et theory from the viewpoint of multiple-valued logic. They extended

xisting work on rough sets in terms of a three-valued logic framework to

ulti-granulation environments, and constructed a five-valued seman-

ics for a multi-granulation rough set model. 

.12. Structure analysis of multi-granulation rough sets 

A number of hierarchical structures [52,53,87,90,107,145] have

een proposed to analyze the finer or coarser relationships between two

ranulation spaces, but these structures can only be used single gran-

lation spaces. To compare two multi-granulation spaces, Yang et al.

138] presented three different hierarchical structures for two multi-

ranulation spaces. The properties of these hierarchical structures were

nalyzed, and the relationships between them and multi-granulation

ough sets were investigated. 
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Moreover, the topological or lattice-theoretic approach to rough

et theory has also been extensively investigated over the past three

ecades [40,69,94] . Nevertheless, these studies mainly focus on the

ingle-granulation rough set model. With the development of multi-

ranulation rough sets, exploring the mathematical structure of defin-

ble sets in the context of multiple granularities is becoming an urgent

ssue. As a representative work in this direction, She et al. [99] dissected

he topological structure and lattice structure of three different kinds of

efinable sets in the optimistic and pessimistic multi-granulation rough

et models, respectively. 

. Information fusion from the perspective of attribute reduction 

Attribute reduction is a challenging issue in rough set theory. Im-

roving the effectiveness and efficiency of attribute reduction algo-

ithms has been a persistent goal for researchers. In recent years, a num-

er of algorithms have been developed based on information fusion.

ome of these are intended for large-scale information systems, which

re first decomposed into a number of small information subsystems for

hich the reducts are computed and combined to give a reduct of the

arge-scale information system. Others enhance the effectiveness of at-

ribute reduction for an information system, essentially deriving diverse

educts from the information system by means of certain methods and

ombining the learners constructed based on the reducts into one single

earner or fusing the reducts into a single reduct. These algorithms are

eviewed in the following subsections. 

.1. Fusion of attribute reducts 

To deal with large-scale decision information systems, Slezak et al.

102] decomposed a decision information system with respect to the

niverse of objects, and combined rough set theory with Dempster–

hafer and statistical theories to construct a synthesis model of sub-

ystems on the basis of the quality of reasoning. Huang et al. [31] pro-

osed an incremental approach for updating approximations in a dis-

ributed information system (a decomposed information system) under

ttribute generalization. Inspired by the idea of decomposition, Liang

t al. [54] developed an efficient attribute reduction algorithm for multi-

ranulation information to find a reduct for a large-scale information

ystem. The algorithm consists of three main steps: 

1. Select smaller information systems (called information subsystems)

from the large-scale system; 

2. Find a reduct on each information subsystem; 

3. Fuse all the reducts of the information subsystems together. 

Note that in [54] , the ratio of decision attribute values in a subsystem

s set to be equal to the ratio of the original large-scale system, and each

ubsystem has an identical number of objects. 

As the total time spent computing the reducts for each information

ubsystem is much less than that for the original large-scale system, the

lgorithm yields a reduct much faster than in the previous approach. 

Because data sets in real data bases usually take on hybrid forms,

.e., the coexistence of categorical and numerical data. In [112] , based

n the idea of decomposition and fusion, Wang et al. introduced an

fficient feature selection approach for large-scale hybrid data sets. In

112] , different attribute rank lists can be obtained from different infor-

ation subsystems, and a final rank list can be generated by fusing the

ank lists derived from different information systems. 

The algorithm mentioned above are suitable for a large-scale in-

ormation system. This is because the large-scale information system

s divided into information subsystems in the algorithm, and reducts

re computed in the information subsystem simultaneously. Then, the

educts are fused into a single reduct for the large-scale information

ystem; thus, it is an efficient algorithm. However, it must be noted

hat this algorithm can only obtain an approximate reduct of large-scale
114 
nformation systems, and the quality of the final reduct can be guar-

nteed by some theoretical results. To solve this problem, by means of

he similar decomposition–fusion strategy, Jing et al. [33] developed

 method of computing equivalence classes for large-scale information

ystems. Their technique computes the equivalence classes of informa-

ion subsystems, and then merges all these equivalence classes into a

ingle one with respect to each object. These are used to compute a

educt of the large-scale information system. On the basis of the inte-

rated equivalence classes, an incremental attribute reduction approach

or multi-granulation data has been developed for dynamic information

ystems. 

Note that the fusion of rank lists was used by Lin et al. [63] . Lin

t al. [63] presented an attribute reduction algorithm that fuses the at-

ribute rank lists at different granularities. In their algorithm, different

eighborhood rough sets are constructed at each granularity with differ-

nt neighborhood parameters. Thus, different attribute rank lists can be

btained in terms of the neighborhood dependency degree at different

ranularities. As different attribute rank lists represent different metrics

ith different approximation abilities, fusing all the rank lists. 

.2. Fusion of the learners constructed based on attribute reducts 

To improve the intrusion detection precision, Zhao et al. [159] pre-

ented an ensemble algorithm, in which multiple training subsets are

rst generated using bootstrap technology. Then, attribute reduction in

hese subsets are obtained using neighborhood rough sets with different

adii, and particle swarm optimization is used to optimize the param-

ters of support vector machine to obtain base classifiers with greater

ifference and higher precision. Finally, the base classifiers were inte-

rated by a weighted synthesis method. In [160] , Zhu et al. developed

 fast neighborhood attribute reduction algorithm based on sample pair

election to find all reducts and proposed a randomized attribute re-

uction algorithm based on neighborhood dependency for large-scale

atasets. Because these subspaces generated by these reducts contain

omplementary information for classification, a classifier based on joint

ubspace representation was proposed to fully exploit the complemen-

ary information in different subspaces. 

In the attribute-reduction-based classifier ensemble methods men-

ioned above, the first step is to generate a set of reducts. The second

tep is to build base classifiers with all the generated reducts. Finally, dif-

erent strategies are used to integrate these base classifiers. However, us-

ng all reducts generated by the first step to build base classifiers would

ave a bad influence on the ensemble classifier because the classifiers

rained by different reducts may have the same classification results,

hich will have a bad influence on the diversity of a classifier ensemble.

o solve this problem, some studies on attribute-reduction-based selec-

ive ensemble were proposed as follows. Hu et al. [23] employed rough-

et-based attribute reduction algorithm to obtain a set of reducts of the

riginal information system, and base classifiers were constructed using

he reducts. An accuracy-guided forward search and post-pruning strat-

gy was adapted to select a part of the base classifiers, and all selected

lassifiers were fused to construct an efficient and effective ensemble

lassifier. Gao et al. [10] proposed an attribute-reduction-based selec-

ive classifier ensemble, which consists of four steps: (1) one reduct is

andomly chosen from the original reduct pool; (2) the searching space

f reducts is reduced by computing the maximum dependency attribute

f selected reduct; (3) depending on the accuracy-diversity assessment

unction, a reduct from the newly searching space is selected (By re-

eating the second and third steps, a group of proper reducts can be

elected); (4) the selected reducts are used to train a set of classifiers, by

hich the classifier ensemble is formed. For the clustering analysis, Gao

t al. [9] proposed a method by which the attributes of categorical data

re decomposed into a number of rough subspaces by means of attribute

eduction. A method of measuring the performance of rough subspaces

as proposed to rank the rough subspaces, and a few high performance
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ough subspace-based clustering partitions were combined to obtain the

nal result of clustering. 

Because the learners generated by these reducts contain complemen-

ary information for the learning task and provide diversity of learner

nsemble, the information fusion from the perspective of attribute re-

uction can improve the performance of learners. 

. Information fusion from the perspective of decision making 

The rough set is a promising approach to deal with qualitative infor-

ation and provide an approach based on an individual object model,

hich makes the rough set suitable to deal with a few problems of de-

ision making. Many investigations have been conducted from the fol-

owing two aspects: (1) fusion of decision rules induced from different

ecision makers; (2) fusion of decision results of different decision mak-

rs. In this section, information fusion from the perspective of decision

aking, which is related to the rough set theory, will be systematically

eviewed. 

.1. Fusion of decision rules 

In the rough set theory, after attribute reduction, a rule induction

lgorithm generates decision rules, which may reveal profound knowl-

dge and provide new insights [44,114,125] . These decision rules are

ore useful for experts to analyze and understand the problem at hand.

or the problem of the rough-set-based group decision making, merging

he decision rules obtained from multiple decision information systems,

hich represents decision results from different decision makers respec-

ively, is an important and efficient method to accomplish a consensus

ecision. 

Inuiguchi et al. [32] investigated rule induction from two decision

ables as a basis of rough set analysis of more than one decision informa-

ion systems. They regarded the rule induction process as enumerating

inimal conditions satisfied with positive examples but unsatisfied with

egative examples and/or with negative decision rules. It is feasible to

xtend the method to process rule induction from multiple decision in-

ormation systems. Lin et al. [64] presented a decision rules synthesiza-

ion model by weighting to mine global decision rules from multi-source

nformation systems. A representation of decision rules based on neigh-

orhood granulation was defined, which is composed of an instance,

eighborhood size, and its label. Furthermore, the weight of each infor-

ation source based on the consistency between different information

ources. Based on the weight, global decision rules were generated via

 weight-based synthesization model. 

Although some existing studies have been conducted on the fusion

f decision rules, there are several topics that need to be investigated

n this direction. Especially, the fusion of decision rules for multi-view,

ulti-scale information systems is very meaningful. 

.2. Fusion of decision results 

In real life, many important decision problems are not determined

y a single decision-maker but by a group of decision makers. The fusion

f decision results of a group of decision makers can solve this type of

ecision problems. 

In the group decision-making field, the importance (weights) of in-

ividuals in group decision-making has been widely investigated. How-

ver, personal judgment biases may influence the determination of

nitial weights in some subjective approaches. In some objective ap-

roaches, the weight is often affected by insufficient knowledge of some

roup members. Because of these reasons, neither subjective approaches

or objective approaches may be the best method for weight determi-

ation. To combine the subjective and objective approaches, Xie et al.

124] combined the variable precision rough set and AHP to obtain the

eight of condition attribute sets decided by each decision-maker in

roup decision-making. Moreover, Yang et al. [136] presented a novel
115 
pproach for determining the weights of decision makers based on rough

roup decision in multiple-attribute group decision-making problems.

ased on the weight, the results of all different decision makers are

eighed to obtain a final decision result. 

For the problem of three-way decision, Huang et al. [30] introduced

hree-way cognitive processes for single-source information systems that

re realized by the idea of lower and upper approximations in the rough

et theory. Furthermore, for multi-source information systems, three-

ay decision results obtained in each single-source information system

re aggregated by an evaluation function [46] , which are used to induce

hree-way decisions for the multi-source information systems. This sim-

lar fusion strategy was used to obtain final concepts by integrating the

oncepts from all single-source information system in an multi-source in-

ormation system [76] . Based on decision theory rough sets, Liang et al.

51] gathered evaluation information of each decision maker, aggre-

ated the evaluation to generate interval-valued information granules

or each loss function, and then transform the interval-valued informa-

ion granules with a certain value and determine the precise values of

oss functions. Thus, three-way decisions can be deduced easily. 

In all the methods mentioned above, each member in a group of

ecision makers makes their own decision, and fusing their results to

enerate the final decision results. The ideas of the methods are useful

nd helpful for a complex decision problem. Although the methods were

roposed for group decision-making, the idea can be used to deal with

omplex information systems when each component information system

an be regarded as the description of a decision maker. 

. Conclusion 

The exploitation of complex information systems (e.g., multi-source,

ulti-scale, multi-modality, and multi-view information systems) is a

ery active area of research. The idea of information fusion in rough set

heory is a natural motivation to deal with complex information systems,

nd has spawned numerous models and powerful algorithms. Existing

tudies can be divided into five main categories: information fusion from

he perspective of objects, information fusion from the perspective of

ttributes, information fusion from the perspective of rough approxima-

ions, information fusion from the perspective of attribute reducts, and

nformation fusion from the perspective of decision making. To date, in-

ormation fusion has experienced considerable development in all five

ategories. 

However, when considering the many studies on rough set theory,

here is still much work to be done to present a complete picture of in-

ormation fusion by using the rough set theory. Future studies should ex-

end the existing fusion approaches to complex information systems that

ave not yet been considered. For example, the fusion of objects has just

een investigated for multi-source information systems and multi-scale

nformation systems; therefore, it is meaningful to investigate the fusion

f other types of complex information systems. Moreover, it would be

nteresting and promising to explore new fusion approaches that have

arely been covered in the literature, such as the fusion of uncertainty

easures in the rough set theory, rough-set-based information fusion in

he process of constructing learners, rough-set-based information fusion

n the context of big data. In addition, all existing approaches focus on

omplex information systems with the same object sets. Therefore, in-

ormation fusion for complex information systems with different object

ets could be a promising direction in the field of information fusion in

ough set. 
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